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Abstract

Order-Sorted Feature (OSF ) Logic is a formalism of structured objects and

types called “OSF terms.” These are essentially labelled graphs. In such a

graph, a node is labelled by a symbol called a “sort” and an arrow is labelled by

a symbol called a “feature.” Sorts denote sets of values and are partially ordered

by a relation denoting set inclusion. A feature symbol denotes a function from

the set denoted by its source-node’s sort to the set denoted by its sink-node’s

sort. Description Logic (DL) is the formalism used by the W3C’s official Se-

mantic Web “Web Ontology Language” OWL. It also uses partially ordered

set-denoting symbols called “concepts.” In it, pairs of concepts can be specified

as the domain and range of symbols called “roles.” A role is a symbol denoting

a binary relation; viz., a subset of the Cartesian product of its domain and range.

Thus, in order to express a DL role in OSF Logic, one can use a set-valued fea-

ture. This may be done at the syntax level by introducing a new kind of sort: a

“powersort,” so to speak. Such a powersort is written using a “set-of” construct

applicable to a sort whereby “set-of(s)” denotes the powerset of the sort s. This

paper presents a set completion construction of a lower-semilattice ordering of

sorts.

Keywords: Semantic Web; Description Logic; Order-Sorted Feature Logic; Formal

Semantics; Concepual Role; Set-Valued Feature; Powersort.
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1 Introduction

The first comprehensive account of the formal basis for Description Logic was initially

proposed as a logic of attributive concepts [15]. The common aspect of all such logics

is that they describe so-called concepts. These “concepts” denote sets of elements of

the universe in which they take their meaning. They are partially ordered with an “is-a”

relation that denotes set inclusion—thus defining a “conceptual taxonomy.” Descrip-

tion Logic is an elaboration of such conceptual taxonomies allowing expressing vari-

ous properties on concepts. Such a property, in particular, is that of a role [6]. A role

r : a× b with domain a (a concept) and range b (a concept) is simply defined as a bi-

nary relation, a subset of the Cartesian product of the set denoted by the concepts a and

b; i.e., [[r]] ⊆ [[a]]× [[b]] (where “[[x]]” stands for “the formal denotation of x”). For ex-

ample, given a concept person denoting a set of persons, and a concept activity

denoting a set of activities, we can define the role hasHobby , with domain person

and range activity . It is meant to denote the set of all pairs of persons that have

hobbies and their hobby activities (i.e., [[hasHobby]] ⊆ [[person]]× [[activity]]).

Order-Sorted Feature (OSF) Logic is another formalism also using the notion of con-

ceptual taxonomy as partially-ordered sets [2, 5, 3, 4]. It can also represent attributive

information using the notion of features, which are functions between concepts. A

feature f : d → r of a concept d (f ’s domain) maps elements of the set denoted

by d to elements of the set denoting concept r (f ’s range). For example, the feature

favoriteHobby : person → activity can denote the activity that is the fa-

vorite hobby of a person among all his/her hobbies. Since it denotes a function, a

feature f : a → b can be also viewed as a role f : a× b since it also denotes a binary

relation between the two set denotations of concepts a and b.

Feature functionality is a crucial property of OSF Logic because its inference rules,

which implement sorted-graph unification (see Section 4, Rule “FEATURE FUNC-

TIONALITY”), rely on it to be correct [2]. This explains our interest in expressing a

role as a set-valued feature in OSF Logic, since this correctly expresses the semantics

of roles as binary relations. More specifically, given sets S and S′, a binary relation

r ⊆ S ×S′ can be seen as a function fr : S → P(S′), where P(S′) is the powerset of

S′. Then,

∀x ∈ S, fr(x)
DEF

== {y ∈ S′ | 〈x, y〉 ∈ r}.

In order to make this operational, we extend OSF Logic with a new syntactic construct

denoting the powerset of a concept. Given a concept c, we write set-of (c) the concept

denoting the sets of subsets of [[c]]; i.e.,

[[set-of (c)]]
DEF

== P([[c]]).

Considering, for example, the hasHobby role with domain person and range ac-

tivity , this can now be expressed in OSF Logic as the functional feature:

fhasHobby : person→ set-of (activity)
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to denote the function:

[[fhasHobby]] : [[person]] → P([[activity]])

that associates to a person the set of his/her hobbies if s/he has any.

The purpose of this document is to elaborate this formal semantics given to the set-of

sort construct, and justify how to use it operationally in the OSF normalization rules.

The rest of this paper is organized as follows. Section 2 gives a few basic formal defini-

tions needed for the formal semantics of “set-of” as powerset used on partialy-ordered

sorts. Section 3 shows how to build a “set-complete” domain of partially-ordered sorts

from a finite set of atomic partially-ordered sorts. Section 4 is a brief remark on the

operational semantics of OSF normalization with set-of sorts. Section 5 discusses

relation to other work. We conclude in Section 6.

2 Formal semantics of “set-of”

Let 〈S,≤S ,⊤S ,⊥S〉 be an ordered sort signature, a mathematical structure defined as

a finite set of sorts S , partially ordered with an order relation ≤S , and possessing a

greatest sort or top element (⊤S ) and a least sort or bottom element ⊥S .

We will use such a sort signature to formalize a concept taxonomy with a most gen-

eral (i.e., indefinite) concept (denoted by ⊤S ) and an over-defined (i.e., inconsistent)

concept (denoted by ⊥S ), where s ≤ s′ indicates that the concept denoted by sort s is

more defined than, or is subsumed by, the concept denoted by sort s′. In other words,

a concept s denotes the set [[s]] of all instances of sort s, and so s ≤ s′ iff [[s]] ⊆ [[s′]].

Let A
DEF

== 〈DA, [[ ]]A〉 be an interpretation structure defined as a set DA (A’s domain

of interpretation: the universe of discourse), and [[ ]]A : S → P(DA), an interpretation

function defining the formal denotational semantics of a sort s in S as a subset of

the domain of interpretation DA such that [[⊤S ]]
A DEF

== DA, [[⊥S ]]
A DEF

== ∅, and

[[≤S ]]
A DEF

== ⊆. In other words, for s and s′ in S , s ≤S s′ iff [[s]]A ⊆ [[s′]]A. If the

ordered sort signature is also a lower semilattice (i.e., it has an infimum operation ∧S),

this operation will denote intersection of denotations; i.e., [[∧S ]]
DEF

== ∩. In other

words, for s and s′ in S , [[s ∧S s′]]A
DEF

== [[s]]A ∩ [[s′]]A. In what follows, to lighten

notation, we omit sub/super/scripts such as S or A when obvious from the context.

With the foregoing definitions, the formal semantics of the set-of construct on a sort s
of a partially-ordered set of sorts is given by:

[[set-of (s)]]
DEF

== P([[s]]). (1)

In other words, an instance of sort set-of (s) denotes a set of instances of sort s.

From this definition, it follows that the order-theoretic properties of sorts extend for-

mally to sets of sorts. Indeed:

PROPOSITION 1 For all sorts s ∈ S and s′ ∈ S , set-of (s) ≤ set-of (s′) iff s ≤ s′.
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PROOF Since the sort subsumption ordering ≤ is semantically defined as:

s ≤ s′ iff [[s]] ⊆ [[s′]]

it comes that:

set-of(s) ≤ set-of(s′) iff [[set-of(s)]] ⊆ [[set-of(s′)]].

That is,

set-of(s) ≤ set-of(s′) iff P([[s]]) ⊆ P([[s′]]).

From the definition of set intersection in Naive Set Theory [8], it is a simple exercise to

show that, for all sets A and B, A ⊆ B iff P(A) ⊆ P(B). Therefore,

set-of(s) ≤ set-of(s′) iff [[s]] ⊆ [[s′]],

and so:

set-of(s) ≤ set-of(s′) iff s ≤ s′. �

COROLLARY 1 For all sorts s ∈ S , set-of (⊥S) ≤ set-of (s) ≤ set-of (⊤S).

In other words, the ordered set set-of (S) has a greatest element:

⊤set-of (S)
DEF

== set-of (⊤S)

and a least element:

⊥set-of (S)
DEF

== set-of (⊥S).

If the ordered sort structure S is also a lower semi-lattice structure for ≤S with infimum

operation ∧S such that [[∧S ]]
A DEF

== ∩ in P(DA) (for an appropriate interpretation A),

then:

PROPOSITION 2 For all sorts s ∈ S and s′ ∈ S ,

[[set-of (s ∧ s′)]] = [[set-of (s) ∧ set-of (s′)]].

PROOF By definition:

[[set-of(s ∧ s′)]] = P([[s ∧ s′]]);

and so, again by definition:

[[set-of(s ∧ s′)]] = P([[s]] ∩ [[s′]]).

From the definition of the powerset of a set in Naive Set Theory fact [8], it is not a

difficult exercise to show that if A and B are two sets then,

P(A) ∩ P(B) = P(A ∩B). (2)

October 2014 Page 3 / 14
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Therefore:

[[set-of(s ∧ s′)]] = P([[s]]) ∩ P([[s′]]). (3)

That is:

[[set-of(s ∧ s′)]] = [[set-of(s)]] ∩ [[set-of(s′)]].

And hence:

[[set-of(s ∧ s′)]] = [[set-of(s) ∧ set-of(s′)]]. �

Note that the equation obtained by using set union instead of set intersection in Equa-

tion (2) does not hold. This is because the powerset of the union of two sets will

contain all the subsets of each, but also the sets that are subsets of neither while having

elements from both. However, the following holds: P(A)∪P(B) ⊆ P(A∪B). If nei-

ther A 6= ∅ nor B 6= ∅, this containment is strict; that is, if A 6= ∅ and B 6= ∅, then

P(A)∪P(B) ⊂ P(A∪B). In other words, for any set S, there is a lower-semilattice

homomorphism between 〈P(S),⊆〉 and 〈P(P(S)),⊆〉, but it is not a lattice homo-

morphism.

Because the denotational semantic function [[ ]] : S → DA engenders a syntactic con-

gruence on sorts ≃S defined as:

s ≃S s′ iff [[s]] = [[s′]], (4)

the following syntactic sort congruence is semantically justified by Proposition 2:

COROLLARY 2 For all sorts s ∈ S and s′ ∈ S ,

set-of (s) ∧ set-of (s′) ≃S set-of (s ∧ s′).

3 Set-complete domains

3.1 Informal motivation

The formal semantics of the set-of constructor on a set of partially ordered sorts pre-

sented in Section 2 fits our (naive) intuition. However, there are legitimate questions

regarding whether there exists a semantic model comprising sets that are denotable

by a syntactic expression of the form set-of n(s) for some sort s (where n ∈ N, and

set-of 0(s)
DEF

== s), and if so, whether one can be built from a model of atomic sorts.

We shall call such a model, a set-complete model.

However, since we rely on set-theoretic arguments to justify formal aspects of this se-

mantics, it is important to be very precise about which Set Theory we refer to. Indeed,

there are several mathematical set theories, depending on what axioms they admit.

This is important since each specific axiom will determine fundamental properties of

the Set Theory in which it holds.
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Now, we do not intend (nor would we be competent) to give here a full formal account

and analysis of all potential varieties of set theories. This has occupied a great number

of the greatest mathematicians and philosophers over the past 140 years—since the

ideas of Georg Cantor were originally published [9]. We are however interested in

clarifying the nature of the sets denoted by our specific set-of syntactic constructs

depending on that of the Set Theory considered.

In the previous section, we have casually invoked Naive Set Theory to justify our

semantics of set-of . This set theory may be construed as our intuitive understanding

of the notion of set as a collection of elements. But one must be careful. Otherwise, as

was pointed out by Bertrand Russell in [13], this leads to an inconsistent set theory—

caused by the so-called “Set-of-All-Sets Paradox.” This paradox states that if a theory

of sets admits that a set can contain itself, the theory becomes inconsistent.

Quoting Bertrand Russell [14]:

“There is a greatest cardinal in each type, namely the cardinal number of

the whole of the type; but this is always surpassed by the cardinal number

of the next type, since, if α is the cardinal number of one type, that of the

next type is 2α, which, as Cantor has shown, is always greater than α.”

But if P(S) ⊆ S, for some S, this entails that |P(S)| ≤ |S|; that is, 2|S| ≤ |S| (where

|S| denotes the cardinal of S). And so by Cantor as quoted by Russell, a contradiction

follows.

To circumvent this problem, Axiomatic Set Theory—specifically, Zermelo-Fraenkel

(ZF) Set Theory [10]—was introduced to specify formally exactly what properties

can, or not, be held valid in a set theory. Hence, to prevent Russell’s paradox of Naive

Set Theory, ZF admits a specific axiom: the axiom of well-foundedness (also called

axiom of regularity), which states that, for any set x:

x 6∈ x. (5)

Thus, any axiomatic set theory that admits this axiom is deemed a well-founded set

theory, since it prevents Russell’s paradox. However, there are also axiomatic set theo-

ries that are non well-founded set theories. These set theories do not admit Axiom (5).

In such theories, it is admissible for a set to be a member of itself, yet to be consistent.

An early example is Quine’s New Foundations [12]. A more recent example is Peter

Aczel’s [1]. In these set theories, for example, the one-element set x = {x} is a per-

fectly valid object—one which could be used in Computer Science to denote a circular

object pointing to itself, for example.

So, coming back to our concerns regarding the semantics of set-of , we must then first

clarify the kinds of sets that we wish to represent before worrying about which Set

Theory to use for their semantics.

We assume a universe of discourse populated by distinguishable individuals we shall

call “atomic instances.” Examples of such are the natural numbers; animals; flowers;

people; countries; and so forth. These individuals will be deemed of type order 0 to

indicate that each instance is atomic; i.e., it cannot be decomposed into further compo-

nents (at least as far as we are interested). Then, we can consider sets of such atomic
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instances; e.g., sets of natural numbers; sets of animals; sets of countries; etc., . . . Such

sets of atomic instances will be deemed of type order 1 to indicate that their elements

are instances of type order 0. Note that these describe sets of elements of equal type

orders. This is not the case of the set {1, {1}}, for example; or, sets composed both of

students and of sets of students. We shall express this property of a semantic domain

as being of uniform type order. We can of course iterate the process of building sets of

higher order types containing such uniformly typed elements.

From these considerations, it appears that what constitutes a “set-complete” domain

extending an interpretation domain of atomic individual instances should be carefully

analyzed, and its construction, if at all possible, formally justified. We proceed to do

so next.

3.2 A formal set-complete domain construction

We will start by analyzing formally the consequences of our informal foregoing re-

quirements for a domain to be “set-complete.”

Let 〈S,≤S ,⊤S ,⊥S〉 be an ordered sort signature, and A
DEF

== 〈DA, [[ ]]A〉 be an

interpretation structure, with denotation function [[ ]] : S → P(DA). If we define the

denotation of ⊤S as [[⊤S ]]
A DEF

== DA and if we define the set S to be closed under the

set-of constructor defined in Section 2, this would mean in particular that:

set-of (⊤S) ≤ ⊤S . (6)

But, by the semantics given by Equation (1), this would mean:

P(DA) ⊆ DA (7)

or, equivalently:

P(DA) ∈ P(DA). (8)

And this, as Russell argued, leads to a paradox. We next proceed to show that we need

not be concerned by such a paradox. This is because we are not interested in arbitrary

subsets, but only in subsets of uniform type orders. So let us proceed carefully in order

to define an order structure for the sets of all sorts S to meet our requirements, starting

with atomic sorts.

Let:

〈A,≤A,⊤A,⊥A〉 (9)

be a partially ordered signature denoting atomic concepts. A is a finite set of atomic

sort symbols in S , including ⊤A the greatest atomic sort, and ⊥A the least atomic

sort. Given an atomic sort in A (say, integer), the notation set-of (integer) will

denote the sort of sets of elements of sort integer. The constructor set-of may also

be used on the sort of a set; e.g., set-of (set-of (integer))) will denote the set of sets
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of elements of sort integer. Thus, the set of all sorts S consists of the set A, as well

as the higher-order powersort structures set-of (A), set-of (set-of (A)), etc., . . .

But because we wish the set of all sorts S also to have a greatest sort and a least sort,

we add to it two new sort symbols, written ⊤ and ⊥, such that, for all n ∈ N:

⊤set-of
n

(A) ≤ ⊤ (10)

and

⊥ ≤ ⊥set-of
n

(A). (11)

Again, we use the convention that, for n = 0, set-of 0 is the identity function.

Therefore, if we define Sn
DEF

== set-of n(A), this requirement is that the set of sorts S
must be such that:

{⊤,⊥} ∪
⋃

n∈N

set-of n(A) ⊆ S. (12)

But this is not sufficient to meet our requirement that the set of all sorts S must also

contain set-of (s) for any s ∈ S . This is because this requirement entails inductively

that we must also have:

{set-of n(⊤), set-of n(⊥)} ∪
⋃

n∈N

Sn ⊆ S. (13)

Therefore, this defines the whole set of sorts S as:

S
DEF

==
⋃

n∈N

set-of n(A) ∪ {set-of n(⊤) | n ∈ N} ∪ {set-of n(⊥) | n ∈ N} (14)

As explained, the objective of our construction is to make a distinction between uni-

form and non-uniform type orders of sets, keeping S strictly stratified according to the

type order of its sorts. What follows elaborates the formal details of what this entails.

3.2.1 Greatest sorts of uniform type order

Let us first pay attention to the top elements.

PROPOSITION 3 For all n ∈ N,

⊤set-of
n

(A) = set-of n(⊤A).

PROOF Proceed by induction on n. �

For this reason, we use the notation ⊤n
DEF

== set-of n(⊤A).

Hence, using Corollary 1 inductively on successive powers of set-of justifies defining

the top element of each set-of power as the power of the top element of the domain of

immediately lower type order.
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DEFINITION 1 For all n ∈ N:

⊤n
DEF

== ⊤set-of
n

(A) =

{

⊤A if n = 0;
set-of (⊤n−1) if n > 0.

Following what we defined above and in Section 2, we have,

PROPOSITION 4 For all n ∈ N,

[[⊤n]] = Pn ([[A]]).

PROOF By definition, ⊤0

DEF

== ⊤A, and ⊤n

DEF

== set-of n(⊤0). Use Equation (1) and

proceed by induction on n. �

In other words, the symbol ⊤0 denotes the set of all atomic elements (i.e., [[⊤0]] =
[[set-of 0(A)]] = [[A]]), and the symbol ⊤n denotes the set of all sets of elements in

[[⊤n−1]], for n > 1.

Note that, for any n ∈ N, the sort ⊤n denotes a set of elements of uniform type order

n; and so do all its subsorts. However, this is not true of their super sorts set-of n(⊤),
which are, however, strictly stratified as explained next.

3.2.2 Sorts of non uniform type order

Consider now the sorts set-of n(⊤), for n ∈ N, that we added in the definition of S
given by Equation (14). Their denotation is defined as:

[[set-of n(⊤)]]
DEF

==
⋃

m≥n

[[⊤m]] =
⋃

m≥n

[[set-of m(⊤A)]] =
⋃

m≥n

Pm([[A]]). (15)

Note that these sorts have elements of different order types; and so they are non-

uniformly typed. However, they are strictly stratified in a way to be made clear next.

Setting n = 0 in Equation (15), this entails that:

[[⊤]] =
⋃

n∈N

[[⊤n]] =
⋃

n∈N

Pn([[A]]). (16)

From Equation (15), it also follows that, for all n and m in N:

n < m =⇒ [[set-of m(⊤)]] ⊂ [[set-of n(⊤)]]. (17)

In other words, the sort denotations [[set-of n(⊤)]], for n ∈ N, form a strictly descend-

ing infinite chain for the ⊂ ordering:

[[⊤]] ⊃ [[set-of (⊤)]] ⊃ . . . [[set-of 2(⊤)]] ⊃ . . . [[set-of n(⊤)]] ⊃ . . .

Hence, this justifies semantically the same fact for the syntactic sorts set-of n(⊤) with

the <S sort ordering. Namely,

⊤ > set-of (⊤) > . . . set-of 2(⊤) > . . . set-of n(⊤) > . . .
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In particular, for all n ≥ 1:

[[set-of n(⊤)]] ⊂ [[⊤]] (18)

and

set-of n(⊤) < ⊤. (19)

Note that, for n = 1, Inequality (18) is the same as Inequality (6). However, it does not

give rise to a paradox since the semantics of ⊤ given by Equation (16) is not the power-

set of the whole domain but the disjoint union of stratified powers of different type or-

ders of the domain of atomic sorts. Indeed, in our construction, Equation (1) holds only

for a sort s ∈
⋃

n∈N set-of n(A). It does not hold for a sort s ∈ {set-of n(⊤) | n ∈ N},

for which the semantics is given by Equation (15).

3.2.3 Least sorts of uniform type order

Let us now look at the bottom elements.

PROPOSITION 5 For all n ∈ N, ⊥set-of
n

(A) = set-of n(⊥A).

PROOF Proceed by induction on n. �

For this reason, we use the notation ⊥n
DEF

== set-of n(⊥A).

Similarly to what we did for the top elements, we define a lowest set-of sorts of type

order n, ⊥n ∈ Sn, (n ∈ N); viz., the bottom element of each set-of power is the power

of the bottom element of the domain of immediately lower type order.

DEFINITION 2 For all n ∈ N:

⊥n
DEF

== ⊥set-of
n

(A) =

{

⊥A if n = 0;
set-of (⊥n−1) if n > 0.

Therefore, the semantics of the ⊥n sorts (n ∈ N) is defined as follows.

PROPOSITION 6 For all n ∈ N, [[⊥n]] = Pn(∅).

PROOF By definition, ⊥0

DEF

== ⊥A and ⊥n

DEF

== set-of n(⊥0). Then, proceed by

induction using Equation (1). �

The symbol ⊥0
DEF

== ⊥A denotes the empty set (by definition of the lowest element

of A); so we have [[⊥0]] = ∅. Importantly, this means that there is no need to add a

new symbol ⊥ to the set S as specified in Definition 14. Indeed, the need for ⊥ was to

have a least sort. Thus, this least sort must therefore be such ⊥ ≤ ⊥0. Semantically,

this means that [[⊥]] ⊆ [[⊥0]]. But [[⊥0]]
DEF

== ∅. Therefore, by equation (4), this entails

necessarily that ⊥ ≃S ⊥0.
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Now, by Proposition 6, [[⊥1]] = P([[⊥0]]) = P(∅). But,

P(∅) = {∅} 6= ∅. (20)

In other words, the powerset of the empty set is the singleton set containing the empty

set, and it is therefore non empty.

From Proposition 6, it also follows that, for all m and n in N:

m < n =⇒ [[set-of m(⊥)]] ⊂ [[set-of n(⊥)]]. (21)

In other words, the sets [[⊥n]], for n ∈ N form a strictly ascending chain for the ⊂
ordering. Namely:

PROPOSITION 7 For all n ∈ N, [[⊥n]] ⊂ [[⊥n+1]].

PROOF Proceed by induction on n. This is clearly true for n = 0. Assume now that

[[⊥n]] ⊂ [[⊥n+1]]. Then, from Proposition 1, this entails that P([[⊥n]]) ⊂ P([[⊥n+1]]);
that is, [[⊥n+1]] ⊂ [[⊥n+2]]. �

This means that:

[[⊥0]] ⊂ [[⊥1]] ⊂ . . . [[⊥n]] ⊂ . . .

which semantically justifies the syntactic sort ordering:

⊥0 < ⊥1 < . . .⊥n < . . .

COROLLARY 3 For all n ∈ N, ⊥n < ⊥n+1.

Figure 1 depicts the subsort order structure of such a set-complete sort domain obtained

by the above construction from a set of partially-ordered atomic sorts.

We are now in a position to define the set-complete semantic interpretation domain

[[S ]] as the set:

[[S]]
DEF

==
⋃

n∈N

P n([[A]]) ∪

{

⋃

m≥n

P m([[A]]) | n ∈ N

}

(22)

with, for all n ∈ N:

• ∀a ∈ A, [[set-of n(a)]]
DEF

== P n([[a]]);

• [[set-of n(⊤)]]
DEF

==
⋃

m≥n P
m([[A]]);

• [[set-of n(⊥)]]
DEF

== P n(∅).
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⊤

set-of(⊤)

· · ·

set-of n(⊤)

· · ·

⊤0

A

⊥0

⊤1

set-of(A)

⊥1

· · ·

· · ·

⊤n

. set-of n(A) .

⊥n

· · ·

· · ·

Figure 1: The order structure of a set-complete sort signature

4 Operational semantics

As for operational semantics, the basic OSF constraint normalization rules, given

in [2] and recalled in Figure 2, can be used with a set-complete sort signature S
since the rule “SORT INTERSECTION” will work correctly as semantically justified

by Corollary 2.

(1) SORT INTERSECTION:

φ & X : s & X : s′

X : s ∧ s′

(2) FEATURE FUNCTIONALITY:

φ & X.f
.
= X ′ & X.f

.
= X ′′

φ & X.f
.
= X ′ & X ′ .

= X ′′

(3) INCONSISTENT SORT:

φ & X : ⊥

X : ⊥

(4) VARIABLE ELIMINATION:

φ & X
.
= X ′

φ[X ′/X ] & X
.
= X ′

[if X ′ occurs in φ]

Figure 2: Basic OSF-constraint normalization rules
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5 Relation to Other Work

There is classical work in Domain Theory giving formal constructions of powerdo-

mains for Denotational Semantics (see for example [11, 16]). However, the concerns

of these constructions are in the context of denotational approximation orderings, not

set inclusion as is the case in this work.

As explained in [7] (pages 23–29), there are three kinds of powerdomains that can be

defined in Denotational Semantics for a domain 〈D,⊑〉:

• the lower powerdomain D♭ DEF

== 〈P(D),⊑♭〉, where:

u ⊑♭ v iff ∀x ∈ u,∃y ∈ v, s.t. x ⊑ y

(this is also known as the Hoare powerdomain of D);

• the upper powerdomain D♯ DEF

== 〈P(D),⊑♯〉, where:

u ⊑♯ v iff ∀y ∈ v,∃x ∈ u, s.t. x ⊑ y

(this is also known as the Smyth powerdomain of D);

• the convex powerdomain D♮ DEF

== 〈P(D),⊑♮〉, where:

u ⊑♮ v iff u ⊑♭ v and u ⊑♯ v

(this is also known as the Plotkin powerdomain of D);

for u and v in P(D). The sets in these powerdomains denote non-deterministic choices

of elements of the underlying domain: each of these three constructions captures a

different kind of non-determinism.

The concern of these constructions is not to extend powerdomains to arbitrary higher

types. Rather, it aims at establishing that these constructions preserve continuity of the

approximation ordering and existence of limits on non-deterministic sets.

Whereas, our construction purports to define a “powersort” set-of (s), for a given sort

s, as the set of subsets of the set of elements denoted by s. These are not non-

deterministic choice sets ordered with a continuous approximation ordering as in de-

notational semantics, but plain deterministic sets ordered by set inclusion—just as the

underlying sorts are. As such, the ordering on “set-of” sorts is a straightforward exten-

sion of the ordering on the underlying sorts; namely, set-of (s) ≤ set-of (s′) iff s ≤ s′.
However, unlike the denotational semantics powerdomain constructions cited above,

our concern is with closing our construction to sets of arbitrary order types. In so

doing, we wished to ensure that consistent (i.e., paradox-free) interpretation domains

actually exist and can be built—which we established using a stratification technique.
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6 Conclusion

We have presented a formal construction allowing “powersorts” in a lower semilattice

of sorts using a “set-of” constructor on sorts. We showed that such a construct on

atomic set-denoting sorts naturally extends their ordering denoting set inclusion. The

main result presented in this paper is that this construction gives well-defined deno-

tations for sets of arbitrary order types. The motivation for this work has been to use

set-valued functions for representing binary relation properties known as roles in Se-

mantic Web formalisms based on Description Logic. This construction is novel as far

as we know. Classical work in Domain Theory such as Plotkin’s [11] and Scott’s [16]

are, although concerned with similar issues for extending a semantic domain’s approx-

imation ordering to non-deterministic sets, not concerned with the same issues. Even

though our concern is much more modest in scope and intent than the cited construc-

tions of Denotational Semantics, this contribution is necessary as a formal justification

for using set-valued features in the OSF formalism in order to extend it to support

relational attributes of partially ordered sorts of the kind used in Description Logic.
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