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Figure 1: VARI-SOUND is amethod to design the equivalent of optical devices for sound, based on acoustic metamaterials. Our
contributions include: (a) how to design compact acoustic lenses; (b) how to transform a standard speaker into a directional
one; (c) how to build and adjustable focus acoustic lens i.e. the equivalent of a zooming objective for light.

ABSTRACT
Centuries of development in optics have given us passive
devices (i.e. lenses, mirrors and filters) to enrich audience
immersivity with light effects, but there is nothing similar
for sound. Beam-forming in concert halls and outdoor gigs
still requires a large number of speakers, while headphones
are still the state-of-the-art for personalized audio immersiv-
ity in VR. In this work, we show how 3D printed acoustic
metasurfaces, assembled into the equivalent of optical sys-
tems, may offer a different solution. We demonstrate how
to build them and how to use simple design tools, like the
thin-lens equation, also for sound. We present some key
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acoustic devices, like a “collimator”, to transform a standard
computer speaker into an acoustic “spotlight”; and a “mag-
nifying glass”, to create sound sources coming from distinct
locations than the speaker itself. Finally, we demonstrate an
acoustic varifocal lens, discussing applications equivalent to
auto-focus cameras and VR headsets and the limitations of
the technology.
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1 INTRODUCTION
The shaping of acoustic fields is a major technological ad-
vance which underpins high-fidelity sound reproduction
[60], tactile feedback in consumer electronic devices [6], par-
ticle manipulation [10], non-destructive testing [24] and non-
invasive therapies (e.g. for essential tremor [43] and cancer
[65]). Traditionally, this is achieved by controlling the inten-
sity or the phase of the generating source through phased
arrays [36, 57, 58]. Phased arrays offer real-time control of
sound, but are often bulky and expensive, with cost and com-
plexity scaling with the number of channels [37]. Despite
these limitations, phased arrays are in widespread use. In the
human-computer interaction (HCI) community, in particular,
they have paved the path towards applications like acoustic
levitation [23, 33, 39] and mid-air haptics [6].
The way we manage light, however, is different: in the-

atres, videogames and virtual reality (VR) audience’s immer-
sivity can easily be augmented by using passive devices, like
lenses and filters. When the properties of lenses and filters
can be changed on demand, we get devices like autofocus
cameras, liquid crystal displays and VR headsets. This is still
not possible for sound: arrays of speakers are used for appli-
cations like surround sound because acoustic lenses [23] are
bulky, with a physical size far thicker than the wavelength
(i.e. which is ∼35 cm at 1 kHz, the peak frequency for human
hearing perception). This technological difference could ex-
plain in part the prevalence of visual (optical) technologies
over acoustic ones in our modern, space-hungry world.

Acoustic metamaterials may offer a way forward [11, 31].
These are normal materials (i.e. glass, wood, 3D printer plas-
tic), but engineered to control, direct, and manipulate waves
in uncommon ways. However, their use in HCI is currently
impeded by three key limitations: acoustic metamaterial de-
vices are thick (e.g. one wavelength in [27, 28, 35, 41, 59, 66]),
static and often operate over a limited frequency range (e.g.
10% of the central frequency in [35]).

In this work, we propose a method to design metasur-
faces that behave like converging lenses for sound. We ad-
dress two of the limitations mentioned above, showing how
these lenses can be fabricated to be as thin as 1/3rd of their
wavelength of operation and how they can be combined in
user-controllable devices that can be mechanically adjusted.

In particular, having demonstrated that some design tools
commonly used in optics are also valid in acoustics when
using metasurfaces, we build the acoustic equivalent of some
key optical devices (i.e., a collimator, a magnifying glass, a
telescope and a vari-focal lens) and test them at 5-6 kHz,
where each lens is 2 cm thick. We discuss real-life applica-
tions based on these devices, how to overcome their remain-
ing limitations (e.g. bandwidth) and the potential ways to
use them in innovative, sound-based interfaces. We want

to share with the HCI community how we believe acoustic
metamaterials may revolutionize the way we think, design
and experience sound, hoping to excite others into using
them.

Our contributions.

• We show how to design metamaterial lenses for sound
that are sufficiently small to be of practical use for the
HCI community (Figure 1a).

• Coupling our acoustic lenses with a generic speaker,
we demonstrate and test devices equivalent to op-
tical ones i.e. magnifying glasses, telescopes, light-
houses. . . for sound (Figure 1b).

• We design and test the first dynamic metamaterial
device: the equivalent of a zoom objective - i.e. a vari-
focal lens, but for sound (Figure 1c).

2 RELATEDWORKS
Designing for sound
The design of rooms and public spaces has a binary approach
to acoustics: in a cinema or a concert hall there is either the
same sound for everyone or none. In practice, current sound
design does not have a personal component, without head-
phones. Light, however, is managed differently: a theatre
director or an architect can populate a scene with focused or
diffused light, a spotlight that follows a character, alternation
of light and shadows. Light engineers can create experiences
targeted to different users with light, either by shaping light
beams through passive devices (e.g. lenses, holographic fil-
ters) or by direct beamforming (e.g. spatial light modulators).

Acoustics, however, is catching up: the quests for 3D spa-
tial audio (which creates the illusion of localised sources
for the audience) and localised audio (which uses highly di-
rectional sources to deliver different sounds to parts of the
audience) are moving our everyday lives towards localised,
high quality audio messages beyond headphones. A world
like the one imagined by Philip K. Dick in “Minority Report”
(later a movie directed by Steven Spielberg), where the main
character received personalised, directional audio adverts
while walking in the street, does not seem so far away.

Spatial sound
Sound is all around us, with no direction having precedence
over the others, but acoustic cues have a profound direc-
tional nature. This is evident, for instance, with the sound of
a car approaching from behind. Digital content, conversely,
is broadcasted from sources (either headphones of loudspeak-
ers) which have a fixed position relative to the audience.
“Spatial sound” is a method of filling this need-gap [49]:

playing with piloted delays and intensity differences in the
real sources, this technique gives to a specific audience the
illusion that sounds come from different locations around.
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Using spatial sound techniques, creative designers can now
populate scenes with numerous virtual sources, each with
its own location and attributes , relying on their position
(relative to the audience) for narrative (e.g. the movie “Pearl”
[12]) and immersive purposes [63]. They can design sound-
scapes using object-oriented toolkits, commonly found in
packages like Unity 3D (e.g. Season Traveller [47]) or Unreal.
The first method of delivering spatial sound is through

headphones. The main advantage here is that the sound
can be adjusted to move with the listener, which is ideal
for sound-based navigation systems (e.g. gpsTunes [54] and
SWAN [15]) and one-to-one interactions with learners (e.g.
AudioChile [50]) or visually-impaired listeners [55]. The user,
however, needs to be completely removed from the real space,
with interactions (e.g. comments among co-workers attend-
ing the same VR meeting) only possible in the virtual world.
The second method, based on deploying arrays of speak-

ers where needed, is at the basis of the surround sound sys-
tems in cinemas and home theatres (e.g. Dolby Digital, Sony
SDDS). These applications marry with the room in creating
the audio experience, which can affect multiple users, but the
“surround” effect is restricted to a narrow listening area (i.e.
a “sweet spot”) and sometimes does not provide for up-down
cues [1]. This is not sufficient for audio-visual VR [21].
A way forward is offered by Wave Field Synthesis [2], which
aims at local reproduction of “virtual sources” near the lis-
tener using speakers in a linear array (e.g. modern soundbars).
This method leads to better immersivity (as it reacts to where
the listener is), but the finite distance between the speakers
and their physical size introduce effects of spatial aliasing.

Directional sound
An alternative towards personalised multi-user audio expe-
riences, which minimises spatial aliasing, comes from direc-
tional speakers [3]. Directional speakers have been used in
HCI for multi-sensorial art displays (e.g. Tate Sensorium [38])
or to send audio messages to a specific individual or region
of space (e.g. Holographic Whisper [40] or Project Telepathy
[5]). Themost common type (e.g. Acouspade, SoundLazer) ex-
ploits an array of ultrasonic transducers to produce a highly
directional carrier wave, which is then modulated with audi-
ble signals [13]. Other speakers (i.e. Holosonics) produce the
ultrasonic beam through a vibrating plate. All these speakers
exploit the nonlinear effects of air to produce audible sounds
[45] and can be used as audio spotlights [62], but steering
the beam requires physically moving the speaker.
Audio spotlights are not low-cost technology (costs are

typically around 2,000 USD for a decent-sized system) and
come with a main limitation i.e. the bandwidth of the sound
they can transmit. This is typically ∼10-20% of the driving
ultrasonic frequency of operation – e.g. 4 kHz for a para-
metric speaker operating at 40 kHz - and typically lacks the

low-frequency components: it is therefore sufficient to pass
public announcements and badly reproduced music [22], but
not high-quality sounds. Furthermore, as most applications
involving phase control of multiple speakers, audio spot-
lights are prone to thermal losses and therefore have a poor
response to high sound volume.

Acoustic lenses
Acoustic lenses appeared for the first time in 1930s, as a
by-product of the Bell labs. They used to be inserted in loud-
speakers to spread their high-frequency directional emission,
but gradually fell out of favor through the 1970s and 1980s.
Lens designs at the time were in fact fragile and cumbersome
i.e. an accident-waiting-to-happen for the music industry,
always on the move. Today, however, the technology is re-
emerging: acoustic lenses can be found to help beam-shaping
in ultrasonic transducers and in some high-end home audio
systems (e.g. Bang &Olufsen). These lenses, however, are still
designed to be much larger than the wavelength (i.e. 1 metre
at 340 Hz): their use is therefore confined to the higher part
of the acoustic spectrum. More compact solutions, usable at
lower frequencies, are highly desirable.

Acoustic metamaterials
Acoustic metamaterials [11, 31] are normal materials (i.e.
made of glass, wood, paper, plastic, LEGO bricks), but with
an internal structure engineered to control, direct, and ma-
nipulate waves in uncommon ways [16, 17, 35, 41]. They are
made of a collection of sub-wavelength structures (i.e. “unit
cells”), each capable of locally manipulating the impinging
wave in terms of its phase and/or intensity [11, 35].

There are many unit cell designs in the literature, ei-
ther based on labyrinthine structures [59], helical structures
[66], space-coiling [27, 28], multi-slits [34], or Helmholtz
resonators. Selecting the right one depends on design con-
straints, like the available space to deploy them, the man-
ufacturing techniques and the desired frequency response.
This is because most unit cells typically operate over a small
bandwidth1 ∆f2dB on both sides of their design frequency
f0 (with ∆f2dB ≤ 0.2f0). In addition, unit cells’ dimensions
increase as f0 gets lower, with thicknesses2 as large as ∼ 1
m at 340 Hz. Of these two limitations, we believe size to be
the most crucial for the HCI community.
Narrow-band devices, in fact, are sufficient for many ap-

plications. In audio reproduction, for instance, it is normal
to cascade speakers optimised for different frequency ranges
to cover the audible spectrum, even if well known songs
1The bandwidth is here defined as the frequency range ∆f2dB over which the
impinging sound loses no more than 2 dB going through the metamaterial
(i.e. transmission ≥ 80 %).
2Here and in the following, “thickness” is the dimension of the unit cell
along the direction of propagation of the sound.
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like “Nessun dorma” often span little more than 1 octave3.
In buildings and factories, with human hearing perception
peaked at 1-2 kHz, controlling the delivery of one octave may
be sufficient to quench annoyance due to an air conditioning
unit or to deliver personalised alarm messages. Furthermore,
the literature already presents acoustic metamaterials with
larger bandwidths [20, 26, 29, 52], obtained combining unit
cells of different sizes. Li et al. [26], for instance, used basic
3D-printed cuboids as unit cells (i.e. Acoustic Voxels), scaled
and joined to create wind instruments spanning ∼2 octaves.
Additional solutions will be discussed in section 6.

Unit cells are then assembled into larger 3D structures,
with a bottom-up “metamaterial design” concept recently
used to create mechanical actuators (i.e. Metamaterial De-
vices [16, 17]) and user-controllable 3D-printed structures
(e.g. Coded Skeleton [18]). Particularly interesting for beam-
shaping applications is the case of metasurfaces: closely-
packed structures of phase shifters whose thickness is smaller
than or comparable to the wavelength of operation and can
therefore considered to be 2D [25, 56, 64].

Once a metamaterial device is designed, however, its func-
tion is fixed, while speaker arrays can change on demand.
This is another key limitation for HCI applications, which has
been addressed so far using hybrid systems (devices where
phased arrays are used to manipulate shapes created using
metasurfaces [37]) or motorised belts (to position metasur-
faces in front of a directional speaker and steer its emission
[19]). Both these solutions, however, rely on a phased ar-
ray to begin with. Different dynamical metamaterials have
been proposed (e.g. [7, 46]), with some solutions as large as a
room [30], but none has the simplicity of a system of lenses.
Here, we demonstrate a method to design compact acoustic
devices, inspired by optics, that can be used with standard,
low cost, computer-sized audio speakers.

3 METASURFACE DESIGN
There are four key steps in designing a metasurface: 1) choos-
ing its function (i.e. what it does to the input field); 2) trans-
forming this information into an analogic phase/ intensity
distribution on the metasurface (Figure 2a); 3) selecting the
unit cells to use; 4) fabricate the metasurface, taking into ac-
count constraints in terms of space and frequency response
(Figure 2b). In this section, we show how to design acoustic
metasurfaces to be used in transmission. Some of our more
general considerations, however, apply also to reflecting
metasurfaces and other types of waves [8, 9, 14].

3To visualise the frequency response ∆f2dB of a metamaterial, the reader
should keep inmind the 12 keys on a piano keyboard that form an octave. For
reference, a typical piano has 7 octaves and a minor third, from A0 = 27.5
Hz toC8 = 4186 Hz, while most human voices span a maximum of 3 octaves.

Steps 1 & 2: From the desired field to a phase
distribution
Assigning a function to a metasurface means deciding how
the distribution of the acoustic pressure will look like after
passing through it, both in terms of geometry and of intensity
distribution. Li et al. [28] suggest to address this step as a
problem of acoustic ray tracing [51]: the desired far-away
field gets back-propagated to the metasurface itself, thus
giving a required phase/intensity distribution at its exit. This
will be the phase/intensity distribution to be encoded by the
unit cells on the input wave. More details on this step for a
generic field have been given elsewhere [37], so in this work
we will only discuss the case of a converging lens.

A converging lens is characterised by two quantities: its
focal length and its physical extension (i.e. how many unit
cells it contains). Once the desired focal length f is set along
the axis of the lens (ẑ), the phase distribution φ(x,y) on the
metasurface (assumed to be in the z = 0 plane) is obtained
by imposing that all the contributions from the unit cells
arrive in phase at (0, 0, f ). In this work, we choose to design
our lenses using a parabolic phase profile [42]:

φ(r ) = φ0 −A2(x2 + y2) (1)

where φ(x,y) is local phase (assigned to a unit cell), A is a
constant (related to the local curvature of the phase profile),
λ0 is the design wavelength and φ0 is an arbitrary constant.
In optics, this choice leads to more compact lenses (i.e. GRIN
lenses [61]) and, as shown in Figures 2a and 3, allows the
parameter A to be easily related to the “curvature” of the
lens: a larger value of A corresponds to a more focusing lens.

Step 3: Unit cell selection
Once φ(x,y) is known, the designer has to choose the unit
cells to implement it. As mentioned above, many designs are
available in the literature, but all of them have one point in
common: the smaller the frequency, the larger is the cell.
The same applies to the 16 unit cell designs proposed by

Memoli et al. [35]: rectangular cuboids, ∼ 4.3× 4.3× 8.6 mm
in size, designed to have maximum transmission (∼97% of
the input sound) at f0 ±∆f2dB = 40± 1 kHz. A simple way to
use these designs at a different frequency f̄ is to scale each
cuboid until its thickness is equal to the new wavelength
λ̄ = c0/ f̄ (where c0 ∼ 343 m/s is the speed of sound in air).
At the new frequency, each of the 16 scaled unit cells will
encode the same phase delay (between 0 and 2π ) and have
the same transmission and bandwidth they had at f0. With
this method, Jackowski-Ashley et al. [19] manipulated the
emission of a parametric speaker operating at 64 kHz.
The cell design in [35], however, offers a possibility not

fully explored by the authors: a cuboid designed for f0 also
has the same transmission at other frequencies (see Figure
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(a) (b) (c)

Figure 2: Key moments of the design process used in this work: (a) comparison of two different phase profiles, with A1 < A2,
highlighting how the unit cells encode the phase distribution φ(x,y) (each color corresponds to a different phase); (b) COMSOL
simulation for the transmission of unit cell #15 from [35], scaled so that its base is 10.4 mm, highlighting the resonances
described by equation (2); (c) working principle of a Type B unit cell, highlighting the delay the input wave experiences in its
presence (COMSOL simulation at 5.6 kHz, base size 10.4 mm); .

2b). These frequencies will be given by:

fj = f0 − j · c0/Lef f (2)

where j = 0, 1, 2 · · ·N are integers, Lef f is a design parame-
ter of the specific unit cell4 and N = round(Lef f /λ0) is the
(integer) number of times Lef f contains the wavelength.
It is therefore possible to operate the unit cells at one of the
frequencies fj (see Figure 2c), maintaining a similar transmis-
sion to the one in f0, but considering that the phase encoded
at fj is different from the one at f0: a look-up table is neces-
sary. In particular, our simulations show that the maximum
phase these sub-resonant structures can achieve is 2π/2j .

Step 4: Lens fabrication
In this work, we operate at f0 = 5, 600 Hz (i.e. a frequency
close to F8, with a wavelength of ∼6 cm). We selected this
frequency due to restrictions in our manufacturing capabil-
ities (i.e. it was the largest size that could be made on our
3D-printer) but, since everything can be scaled, this choice
does not limit the conclusions. We use two type of lenses:

Type A lenses. Obtained by scaling the unit cells fromMemoli
et al. [35], so that their first resonance (j = 0) is 5.6 kHz and
the thickness is equivalent to λ0 (i.e. 60 mm). Each of this
lenses is made by a 8×8 array of unit cells and is 240×240×60
mm in size (see Figure 1a, left). Their bandwidth is the same
as in [35] i.e. 2 · ∆f2dB ∼ 0.05 · f0 or 2 piano keys.

4Related to the length of the maze-like structure, Lef f sets by how much
the sound is delayed going through the cell [31]

Type B lenses. Obtained by scaling the unit cells fromMemoli
et al. [35], so that their second resonance - i.e. f2 in equation
(2) - is equal to 5,600 Hz. Each of this lenses is made by 10×10
array of unit cells and is 104 × 104 mm in size and 20.8 mm
(i.e. ∼ λ0/3) in thickness (see Figure 1a, right).

Type 2 lenses also have a larger bandwidth: our COMSOL
simulations (see e.g. Figure 2b) show that the width of the
peak with j = 2 is larger than the one for j = 0: by definition,
2 ·∆f2dB ∼ 0.28 · f0 i.e. 5 piano keys. The major disadvantage
with Type B lenses is that, since the 16 cell designs now only
span a limited part of the phase space, only a limited number
of focal lenghts can be realised with a lens of a fixed size.
Simulations in Figure 3 show, for instance, that in the case of
a 10× 10 Type B lens with radial phase profile from equation
(1), the maximum focal length is 57 mm. To achieve larger
focal lengths, it is necessary either to extend the lens (e.g. to
12 × 12 unit cells) or to use the techniques in section 5.

4 BASIC TOOLS FOR DEVICE DESIGN
In this section, we find that the basic design tools available in
optics are also valid in acoustics, when metamaterial lenses
are involved. This discovery simplifies the realisation ofmeta-
material based devices (section 5) and leads to solving some
of the limitations of the metamaterials described so far.

The thin lens approximation
Optical devices typically require a lens to be placed between
the source and the receiver, until the former is imaged on the
latter. For most applications, mutual distances are calculated
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Figure 3: Simulated focal lenghts for a 10 × 10 unit cells, 104
mm Type B lens used at 5.6 kHz (j = 2), as a function of
the lens curvatureA. Focal lenghts are reported as a distance
from the center of the lens. For each value of the curvature,
COMSOL simulationswere used to predict the resulting field
with an input plane wave at normal incidence. The graph
also reports the measured focal lenghts of the two Type B
lenses we realised for this study (see below).

using the thin-lens equation [4]:

1/p + 1/q = 1/f (3)

where f is the focal length of the lens, p is the distance
between the source and the lens, q the distance between the
lens and the image of the source. Equation (3) is based on the
same hypotheses used to design the metasurface and should
directly apply when the thickness is much smaller than the
wavelength [4], but its validity has not been tested before.

To do this, we run the following experiment: (a) we design
a lens ans simulate (COMSOL) its focal length (Figure 3); (b)
we mount the set-up in Figure 4a measure the acoustic sound
pressure (SPL) in 1/3rd octaves at different distances from
a speaker emitting a tone at 5.6 kHz, without the lens; (c)
we repeat the measurements, after inserting the lens in the
acoustic path, at a distance p from the speaker; (d) we look
for the “image” of the speaker, defined as the position where
the intensity changes the most due to the lens and record
the distance as q ; (e) we plot 1/q vs. 1/p (see Figure 4b) and
fit with a line of angular coefficient -1 from equation (3) to
find the focal length f .
As shown in Figure 4a (inset), the selected type B lens

was held in a mask during the tests, at different distances
from the speaker. Measurements at large distances (Figure
4a) were conducted in a non-reverberant environment out-
doors, using a Norsonic 121 class I sound-level meter and
a ¼” microphone (Norsonic, Nor-1225). More detailed 2D
scans of the area in front of metasurfaces (120 × 300 mm)
were taken using a modified 3D-printer, a 1/8” microphone

(B&K, model 4138) and an amplifier (B&K, Nexus condition-
ing amplifier) directly connected to a Picoscope and then
to the PC. The 5.6 kHz signal originated from a .wav file
prepared in-house (using Audacity) and was amplified using
a car stereo amplifier.

Figure 4b reports the results for two acoustic metasurfaces,
designed to have different focal lengths (A1 = 0.44 mm−1 for
f1 = 53 mm and A2 = 0.75 mm−1 for f2 = 38 mm). We found
a very good agreement between design and experiments for
fsim=53 mm, but 16% difference for the smaller focal length.
In the optical case, the accuracy decreases when the focal
length gets smaller, as lenses cannot be considered “thin”:
we will therefore limit this study to f > 53mm.

Having verified the thin-lens equation leads naturally to
designing systems of two lenses, like telescopes and micro-
scopes. The focal length F of such a system is given by [4]:

1/F = 1/f1 + 1/f2 − D/(f1 · f2) (4)

where f1 and f2 are the focal lengths of the two lenses
and D is the distance between the two lenses. This equation
has been largely exploited to design zoom objectives and,
by the HCI community, in designing the first models of VR
headsets (see references in [53]). Once F is known, equation
(3) can be applied, in the form 1/P + 1/Q = 1/F where all
the distances (i.e. P,Q and F ) are measured from two known
reference planes, called “principal planes” [4].
To test the validity of equation (4) in the acoustic case,

using metasurfaces, we simulated a system of two lenses
(both with f = 53 mm) using finite elements (COMSOL Mul-
tiphysics) and adjusted the mutual distance D, recording
the position of the image relative to the last lens. Figure 5
shows that this quantity, known as the “Back Focal Length”,
increases with the distance between the two lenses5 as pre-
dicted from equation (4). Experimentally, we realised the two
lenses and positioned the first at 50 mm from the speaker.
We then changed D, noting the position of the maximum
intensity. Good agreement was found with equation (4).

5 DEVICE REALISATION
Here, we exploit the capabilities acquired in the previous
sections to prototype three lens-based acoustic devices. For
these, we describe conceptual application scenarios, to be
evaluated in future works through user studies.

Acoustic collimator
The possibility of designing an acoustic lens with a selected
focal length (and the validity of equation (3)) allowed us to
build a collimator: a system that corrects the geometric di-
vergence of a source, so that the output sound is spatially
contained in a directional beam (Figure 1b). Collimators are
5Intuitively, when the lenses are further apart, the focal point is further
away.
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(a) (b)

Figure 4: Measurements for testing the thin-lens equation: (a) outdoor set-up for positioning themicrophone at fixed distances
from the loudspeaker; (b) results for two different lenses,comparing fsim (directly obtained from COMSOL simulations) with
fmis (obtained by fitting measurements with (3)). Reporting the results in terms of 1/p and 1/q allows to obtain the focal length
from a linear fit (from equation (3)).

Figure 5: Results for the telescope configuration: depen-
dence of the back focal length on the mustual distance
between the lenses (COMSOL simulations for two Type B
lenses (f = 53 mm).

used in optics after the lamp in a slide projector (i.e. to make
rays parallel) or in lighthouses (i.e. to project the light over
larger distances). They are also used in theatres for producing
spotlights. In these applications, a converging lens is posi-
tioned at a distance from the source equal to its focal length,
transforming the impinging wave into a parallel beam.

In our realisation, we used a Type A lens (f = 150 mm) po-
sitioned at 150±2 mm from the speaker. Figure 6a shows that,
while the decrease with distance typical of a spherical source
is maintained (i.e. – 6 dB when doubling the distance), the

acoustic pressure measured at different distances is consis-
tently larger than the one in absence of the lens. The angular
emission, sampled at 4.24 m (Figure 6b), shows that the angle
of divergence of the speaker (defined as the width 10 dB
below the peak) was reduced from 60 ± 1° to 27 ± 1°.
The metamaterial lens modified the emission of our low-

cost speaker, making it comparable with the top-of-the-range
audio spotlight by HolosonicsTM, which has an emission an-
gle of ∼ 30° [44, 48]. In our tests outdoors (Figure 1b), we also
found that the sound, which could only be heard up to 10 m
away without the lens, was perceived up to 40 m away when
the collimator was present (test conducted with passer-bys,
in a local green area). Theoretical predictions based on equa-
tion (3) suggest that the divergence angle could be further
reduced by finer adjustments to the mutual position of the
speaker and the lens (e.g. provided by an automated posi-
tioning system). As detailed in section 2, the HCI community
has used expensive audio spotlights for many applications:
our method hints to the same applications, in a more cost-
effective way. In addition, as shown by Norasikin et al. [37],
metamaterials can be used to give non-conventional shapes
to sound, and this opens to additional usage scenarios, like:

Personalised experiences in shared spaces. These include send-
ing specific sounds only to parts of an audience (see Figure
6c); having different acoustic cues depending on the loca-
tion in a space (e.g. with large real-walking virtual reality
experiences confined to limited tracking volumes [32], a few
metamaterial corrected speakers may be able to map whole
virtual mansions); creating different sound zones in cars or
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(a) (b)

(c) (d)

Figure 6: Effect of a collimator on the emission from a computer speaker, when a lens is positioned at the focal length from
it: (a) intensity at different distances and (b) angular emission at 4.24m from the speaker. Also reported are two conceptual
drawing detailing the use of a collimator (c) in an auditorium and (d) to correct the emission of two speakers mounted back
to back, to cover holes in their emission.

on a sofa (so that passengers and driver can listen to different
sounds); sending sound behind corners.

Increase the spatial performance of sound systems. At con-
certs, or in cinemas, speakers are arranged to minimize the
spatial changes in level and tonality, but there is always
a minority of the audience who does not have an optimal
acoustic experience. Figure 6d reports the example of two
speakers mounted in a symmetrical coupled point source ar-
rangement, highlighting the gap in front of them: a dedicated
speaker, made directional by a collimating lens, may be used
to fill such gaps. Similar considerations can be applied to
smart speakers, like Google Home or Amazon Echo, whose
360° emission is due to an array of speakers.

Modify the spatial sensitivity of acoustic sensors. Collimators
can also be used in detection, transforming generic acoustic
sensors into highly directional ones.

Acoustic magnifying glass
The art of glass blowing introduced the concept of magni-
fying glasses in the 13th century: an application where the
distance between the observer and the sample to be observed
is fixed, and the user positions the lens in between until the
image is “in focus”. In our realisation (Figure 7a), we po-
sitioned the speaker and the microphone along a line and
inserted a lens in between, adjusting its position until the
signal on the microphone was maximised.
According to equation (3), for a lens of fixed focal length

f there is only one optimal distance from the source p̄ where
this happens. In this configuration, the lateral extension of
the image (a.k.a. the magnificationM) also depends on the
value of p̄: real images with |M | > 1 are formed when f <
p̄ < 2f , while |M | < 1 when p̄ > 2f (i.e. the magnification
depends on the position of the lens: the farther is the lens,
the smaller the image).
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(a) (b)

(c) (d) (e)

Figure 7: Applications of a single metamaterial lens: (a) our realisation of the device, using a low-cost speaker; (b) an acoustic
lens creating acoustic objects for end-users; (c) an acoustic lens used to extend the range of mid-air haptics; (d) an acoustic lens
used to increase sensitivity to certain parts of a machinery; (e) two equally-sized screws separated by 100 mm and observed
two different types of optical lenses.

The possibility of creating the real image of an acoustic
source and to vary its size according to the position of a lens
(between the source and the listener) allows:

Modifying the apparent position of the source. One possibility
would be to create the image of a speaker in front of the user
(imagine him/her seating on a sofa, with the original speaker
where the television is) and thus the feeling that the sound
is coming from a localised source (see Figure 7b). This effect
has some similarity to spatial sound (1D, so far), and should
be evaluated by user studies in comparison to that.

Extending the range of haptic devices. The HCI community
is familiar with using ultrasonic transducer arrays for mid-
air haptics [6] and levitation [33], even behind objects [37].
These effects, however, lose in definition as the distance from
the source increases. Using an appropriate lens may help
moving these effects at larger distances, so that the source
array may be located far from the end-user (see Figure 7c).

Similar methods have been used in holographic trapping [42]
and there is no reason why they should not be applicable to
3D shapes made of sound.

Augmenting reception. A lens may also be used on the re-
ceiver side, to modify the spatial performance of a micro-
phone. As shown in Figure 7d, using the lens to image certain
areas instead of others may help detecting alarming noises
from certain parts of a machine (e.g. the cog that tends to
break all the time, or the hissing sound of a gas leak) or
from selected areas of the house (e.g. a burglar breaking a
window instead of a dog barking in the background). Similar
arrangements may make personal assistants (e.g. Amazon
Echo) sensitive only to orders issued in certain areas of the
house, with advantages over background noise.
The change of magnification with distance may be an

issue when the source is very small or very far from the
detector. In addition, sources located at the periphery of the
lens may appear distorted, when imaged. A solution to these
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two issues, often used in optics (e.g. machine vision), is of-
fered by telecentric systems [4]: an additional entrance pupil,
positioned at the focal length of the lens, allows to select
only the central rays and maintain the image size with object
displacement, provided the object stays within the “depth of
field”. In the acoustic case, a telecentric system would allow
the user to listen to two different sources (e.g. two audience
members in an auditorium) with the same intensity, even if
they are located at different distances, without changing the
lens. In a conference, it may reduce the need to fetch around
the microphone during questions time.

Acoustic telescope
The introduction of the refracting telescope, in the 16th cen-
tury, allowed scientists and explorers to monitor objects at
much larger distances. Unique telescope designs have been
developed over the centuries, in the effort of increasing the
field of view and the magnification, but all are based on the
combination of two lenses at a mutual distance D.

In our realisation (see Figure 1c), we demonstrated a Kep-
lerian telescope (1611) for sound, based on two convergent
lenses positioned at a (variable) distance D (see Figure 8).
The lenses, that we picked of the same focal length for sim-
plicity (f = 53 mm), were mounted on a rail and their mutual
distance could be adjusted (with 1 mm precision) using an
Arduino Nano and a stepper motor.

Telescopes solve the main limitation of Type B lenses: the
focal lengths that cannot be achieved with one lens will be
achieved with two, at an appropriate distance D. Applica-
tions then include those of magifying glasses, but without
the need of deploying the lens in the field. A telescope, in
fact, is a vari-focal lens: the distance D can be changed to
create a lens of the desired focal length. One user scenario
would be listening to a source among others (e.g. zooming
on a single person in a crowd - see Figure 8b - to either de-
liver or receive acoustic messages). Other applications of our
telescope include acoustic displays (e.g. dancers following
an acoustic spot in a disco like a cat would follow a laser
pointer) or music with a dynamic spatial component.
Modern cameras, however, all feature auto-zooming ob-

jectives. A similar solution for sound would be capable of
following a source in the field of view and, in VR, the same
speaker could be used to deliver location-specific sounds to
multiple users moving in the same virtual world, without
headphones. As a first step towards an auto-zoom lens (see
supplemental video), we positioned a receiving microphone
at an unknown position in front of the speaker and adjusted
the distance between the lenses (with 1 mm precision) using
an Arduino Nano and a stepper motor until the signal on
it was maximised (i.e. using the reading of the sound-level
meter as feedback for the positioning system). We found that,
when the speaker was imaged on the microphone, the meter

measured 7 dB more than the level it would have measured
in the same position without metamaterials. User studies
and an automatic feedback loop will be needed to decide
whether this increase is sufficient, especially in otherwise
noisy environments.

6 DISCUSSION
In the previous sections we have described many conceptual
applications of converging metasurfaces, highlighting how
our prototype devices can be used to advance their realisa-
tion. Here we summarise the advantages of our approach,
and describe how remaining limitations can be overcome.

Bandwidth. As mentioned earlier (section 2), metamateri-
als have a limited bandwidth (5 piano keys for our Type B
lenses). While this may be already sufficient for delivering
alarms and conveying personal audio messages, the human
audible range cover 11 octaves: larger bandwidths are highly
desirable for consumer audio. This is a hot research topic:
more and more solutions are appearing on the horizon.

In this work, we have shown how using unit cells at sub-
resonance frequencies extends the bandwidth. This observa-
tion hints to a “rule-of-thumb”, connecting the transmission
of single unit cells and their bandwidth, suggesting that
larger bandwidths may be obtained already at the single cell
level by accepting a certain amount of transmission loss6.
With visual LCD displays only requiring a 20% transmission,
this may be a minor issue for some applications.

The possibility of using smaller Type B cells, however, can
be exploited also by designing multi-frequency structures
that occcupy the same space as a Type A cell (e.g. a unit
cell made of Type B cells, mounted in a 2 × 2 array, like the
RGB crystals forming pixels in a LCD display). This is the
route followed by Jiménez et al. [20], who have reached a
very high absorption over a broad frequency band in deep-
subwavelength thickness panels by stacking side-by-side
unit cells of different size, with close frequency response.
Finally, the problem of a limited bandwidth can be tack-

led at the device level. Achromatic lenses, for instance, are
realised by stacking two different lenses (in the direction of
propagation), so that two wavelengths (typically red & blue)
focus on the same plane. Having proven that the thin-lens
equation also applies to acoustics, when metamaterials are
involved, similar solutions may be imagined for sound7.

6Type B lenses, for instance, cover 1 octave for applications where a 6 dB
loss is acceptable.
7Cascading different acoustic filters, each with different frequency response,
is not a novel idea: the first sound-level meters used just this method to
apply the A-weighting and take into account perception.
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(a) (b)

Figure 8: Acoustic telescope configuration, using two converging lenses of the same focal length: (a) side view and (b) a potential
application, connecting acoustically with a single person in a crowd. Front view in Figure 1.

Comparison with speaker arrays. Acousticmetamaterials which
shape sound are not a competing, but a complementing ap-
proach compared with traditional sound emitters [37]. Meta-
materials are smaller, cheaper and easier to manufacture
than phased arrays: they can even be fabricated in recyclable
materials. Metamaterial devices lead to less aberrations than
speaker arrays, even over limited bandwidths.
Metamaterials solutions, however, are static.

Hybrid systems [37], mechanically actuated metamaterial
devices (like our zooming lens or [19]) and fully active meta-
materials [30] will be the future, but require further study.
Our varifocal lens, for instance, could be integrated with
a motion tracking system (e.g. LeapmotionTM or a RGB-D
camera) to keep the object is “in focus” while it moves. The
limitation due to the 1D mechanical actuation will be easily
exceeded thanks to the integration of multiple actuators: not
only on the second lens that makes up the telescope system,
but also on the speaker-first lens component.

Combination of metasurfaces. As shown byMemoli et al. [35]
and reinforced in this work, acoustic metasurfaces may be
layered into unique devices to obtain a detailed shaping of the
sound, with each layer adding complexity and functionalities
to the end-user experience. This work is only a first step
into multi-layered acoustic metamaterials, that needs to be
further addressed in future studies.

Scalability and Compactness. Scalability is an important is-
sue, as the size of a metasurface may vary from small to very
large. While we have demonstrated the possibility of making
compact, sub-wavelength thick metasurfaces, the challenge
of meeting user-defined space constraints is still open. Due
to their compactness metamaterial structures could be incor-
porated into speakers or headphones for example, paving
the way for multiple applications.

7 CONCLUSIONS
Designing experiences based on sound delivery is challeng-
ing: not only sound is invisible, so taht “holes” in the delivery
cannot be easily spotted, but it is difficult to have an “eagle
view” i.e. the perception of how the sound is “felt” at all points
of the space at the same time. While metamaterials cannot
shape sound on demand yet, our approach adds simple, but
powerful tools to the ones available to acoustic designers,
presenting them in a way that builds on centuries of visual
design in the HCI community.
Next steps include on the technical side more complex

shapes (e.g. Zhu et al. [66]), larger bandwidths and on-demand
sound control (i.e. a “space sound modulator”). In terms of
experiential design, user studies (in collaboration with mu-
sicians and psychologists) will be needed to determine the
potential effects of personal sound on audiences.
Our prototypes, while simple, lower the access thresh-

old to designing novel sound experiences: devices based on
acoustic metamaterials will lead to new ways of delivering,
experiencing and even thinking of sound.
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